
Collusive and Adversarial Replication
Research and Politics
XX(X):1–15
©The Author(s) 2024
Reprints and permission:
sagepub.co.uk/journalsPermissions.nav
DOI: 10.1177/ToBeAssigned
www.sagepub.com/

SAGE

Adam Bouyamourn∗

Abstract
We describe a game in which social ties between members
of a research community may discourage prospective
replicators from debunking papers that misreport results. In
this game, replication is an entrance decision, as a Replicator
chooses whether or not to Replicate a given paper. We show
that a high level of social connectedness between members
of a research community increases the field-wise False
Discovery Rate, a measure of the social welfare associated
with a healthy publication process. The moral is that larger,
more diverse academic fields with fewer social ties are more
likely to have an adversarial culture around replication, and
that this improves social welfare. We study three proposals
to improve replication practices: Random auditing, or police-
patrol replication; automated unit tests; and a recent proposal
to lower the threshold for statistical significance. We argue
that random auditing and automated unit tests can improve
social welfare, but that the effect of lowering the statistical
significance threshold is ambiguous.

Introduction
A succession of replication crises across multiple disciplines
has highlighted weakness in academic safeguards (Ioannidis
2005; Francis 2013; Collaboration 2015). Poor academic
practices, including misreporting, p-hacking, model and site
selection may or may not be caught by peer reviewers
(Leamer 1974; Gelman and Loken 2013; Allcott 2015).
Replicability is also tied to the external validity of a
phenomenon, and cumulative learning about a process of
fundamental interest: if a finding is generalizable, it can
be replicated across multiple contexts and settings (Jin
et al. 2023; Slough and Tyson 2024). Further, the incentive
schemes that determine how poor academic practices can
persist, and the optimal design of incentive schemes to
prevent these practices, is an area of growing interest
(Berinsky et al. 2021; Bates et al. 2022, 2023).

We study replication in an entrance model, in which
replicators can choose to opt in to performing replications.
We highlight the role of social connectivity in the publication
process, which is a source of bias that is infrequently
discussed in the literature. In our model, preference
alignment between researchers and prospective replicators
is a key determinant of whether or not replication actually
occurs, and the reliability of the research that results.

Preference alignment between agents matters in auditing
contexts (Anastasopoulos and Asteriou 2019), and when
considering the organization of publication incentives
(Fourcade 2009). Further, cultural and social factors can be

modelled as supervenient features of strategic interactions
between individuals (Lewis 1969; Bednar and Page 2007;
Stirling and Felin 2013; Patty and Penn 2020).

We show that a high degree of preference alignment
between researchers and replicators can induce replicators
not to replicate a given paper, which leads to increases in
the field-wise False Discovery Rate (FDR) (Benjamini and
Hochberg 1995; Storey 2003), as examples of misreporting
go unchecked. We show that the FDR is a measure of social
welfare, as increases in the FDR harm the reading public.
One moral is that lowering the cost of replications is not
sufficient to ensure that replication occurs in equilibrium:
incentive-compatibility also matters.

In an extension, we model the impact of random auditing,
or police-patrol replication, and show that it reduces the
FDR. We also generalize our results to the case where
replications are imperfectly informative, and find that
there is a threshold level of informativeness above which
our argument applies: if replications are not sufficiently
informative, no learning occurs from research in equilibrium.

We study the possible impact of a recent proposal to
reduce the significance threshold from p ≤ .05 to p ≤ .005
(Benjamin et al. 2017). We show that lowering the p-
value threshold has an ambiguous effects on researcher
and replication incentives: in our model, it can incentivize
misreporting, by making it harder to publish research, but it
also encourages prospective replicators to enter the market
for conducting replications as the opportunity to debunk
papers increases. We also discuss automated acceptance
testing, and argue that requiring that data analyses are
machine-readable can reduce the costs associated with
replication.

We contribute to several literatures. The first is a
burgeoning literature on the replication crisis, its causes,
and prospective remedies (Loken and Gelman 2017; Hung
and Fithian 2020; Jin et al. 2023). The second is a body
of contemporary work in selective inference, in which
Researcher decisions can be modelled as statistical features
of a hypothesis testing problem (Fithian et al. 2017;
Kuchibhotla et al. 2022; Goeman and Solari 2023; Andrews
et al. 2023). The third approach uses formal methods to
study incentive-compatibility problems in research design
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(Rosenthal 1979; Berinsky et al. 2021; Bates et al. 2022,
2023; Wang et al. 2023; Andrews and Shapiro 2021; Frankel
and Kasy 2022).

In Political Science, Gerber et al. (2001), Gerber and
Malhotra (2008), and Owen and Li (2021) provide empirical
evidence of the existence of publication bias within the
discipline. Amongst others, the Metaketa initiative has
sought to institutionalize third-party reproduction of results
as part of the research process (Dunning et al. 2019a,b).
Journal replication and reproduction policies, and potential
strategies to encourage more widespread replication, are
described in Brodeur et al. (2024).

While our model specifically describes misreporting, its
morals generalize to other examples of poor academic
behaviour, and can help to explain situations in which a
discipline tolerates other suboptimal research practices. Our
work also highlights the intellectual value of a large, diverse
research community, and the provides microfoundations for
a healthy culture of cumulative learning through adversarial
review.

The Misreporting Game

Setup
Actors

• A Researcher, who decides whether or not to
misreport the results of a paper.

• A Replicator, who chooses whether or not to conduct
an ex post replication of that paper.

• A Readership, of size N , who wishes to gain
information about the state of the world and take an
action.

Order of actions

1. Nature chooses the state of the world:

ω = H{H0 is False}+ (1−H){H0 is True}

Where: H ∼ Bernoulli(β).* Nature also chooses the
type of the Replicator: θ ∼ Beta(ρ, 1), for ρ > 0.

2. The Researcher observes the state of the world, and
chooses whether to report “H0 is T” or “H0 is F”.†

3. The Replicator chooses whether to pay a cost κ
to Replicate (R) the paper, thereby learning and
publicizing the correct state of the world, or not (¬R).

4. The Reader chooses whether to Reject (F ) or not to
Reject (¬F ) the null hypothesis.

5. Payoffs are realized.

The game is illustrated in Figure 1.

Type Space There are two types of Researcher: one who
encounters the state of the world when the null hypothesis is
True, and one who encounters the state of the world when
the null hypothesis is False.

Each Replicator has a type θ ∈ [0, 1], which characterizes
the social connectedness of the Replicator to the Researcher.
An exogenous parameter ρ > 0 characterizes the overall
social connectedness of a given discipline: when ρ is high,
the expected degree of social connectedness in a discipline is
high.‡

The Researcher’s Payoffs We say that a paper is debunked
if the Replicator chooses to Replicate when the Researcher
has misreported the state of the world. The Researcher earns
−1 if their paper is debunked by the replicator (an injury to
the Researcher’s reputation), and 1 if it is either not debunked
or not Replicated.§ In addition, the Researcher earns ν (a
novelty premium) if they report that the null is false, and the
paper is not debunked or not Replicated by the Replicator
(Chopra et al. 2023).

The Replicator’s Payoffs A Replicator of type θ earns
a reward when the Researcher’s work is published.
Likewise, the Replicator loses θ when the Researcher’s
work is debunked. This is essentially an altruism parameter
(Rashevsky 1949; Rapoport 1956; Brew 1973), which
captures the degree of preference alignment between
the Replicator and the Researcher. Social connectedness
between academics implies a degree of ‘linked fate’, or
investedness in each other’s careers. Close colleagues may
wish to see each other succeed; likewise they may not
wish to see each other suffer reputational harm. Perversely,
individuals within a research subcommunity may fear for
the reputation of their subcommunity if results within it are
systematically debunked; this could sustain a dynamic in
which they mutually decide not to examine each other’s work
too closely.

The Replicator earns χ ∈ (0, 1) if they confirm an existing
finding; that is, if they choose to Replicate, and the
Researcher did not misreport the state of the world. They
earn 1 if they publish a debunking replication, which ensures
that there is a “gotcha” premium earned for publishing a
replication that contradicts an existing finding (Maniadis
et al. 2017; Berinsky et al. 2021). The Replicator pays
a fixed cost κ > 0 if they choose to Replicate. We can
also interpret these payoffs as rewards to the Replicator
for learning the state of the world: perhaps an external
professional reward, or an internal ‘warm glow’ reward to the
Replicator for advancing science. Hence a Replicator faces
a conflict between their connectedness to the Researcher,
and the professional and intellectual rewards from accurately
replicating a paper.

We assume that a Replicator earns θ if they choose not
to conduct a replication. We can interpret this as follows:
if a Replicator is not aligned with the Researcher, and
chooses not to Replicate, they forego both professional and
intellectual rewards from learning the state of the world.
Their decision to take the more costly action of Replicating

∗Heuristically, β can be interpreted either as the (exogenous) statistical
power of the Researcher’s design, or of the ‘difficulty’ of the problem
(Eberhardt 2010).
†To simplify notation, we refer to failure to reject the null in a given study as
equivalent to the assertion by the researcher that “H0 is T”. The concerned
reader may substitute the phrase “H0 cannot be rejected” throughout.
‡Though we do not model this explicitly, we could think of this as the
vertex connectivity of a graph that describes the discipline’s social and
professional network (e.g. Diestel 2017). Modelling networks of advising,
co-authorship, or publication could provide us with a heuristic sense of how
socially connected a given research subcommunity is.
§We abstract away from journal publication decisions in this game.
This does not necessarily entail unbiased journal publication decisions,
however: we can interpret the results stated below as conditional on journal
publication decisions.
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Figure 1. The Misreporting Game: The Researcher and Replicator’s Subgame

a paper depends on its intrinsic and extrinsic benefits, social
alignment with the paper’s author, and the cost of Replicating
the paper.

The Readership’s Payoffs The Readership is composed of
N readers who each earn 1 if they Reject the null hypothesis
when and only when the null hypothesis is False, and −1
otherwise. Their beliefs about the state of the world are
updated by Bayes’ rule, and determine whether or not they
choose to Reject the null.

Table 1. Model Parameters

Notation Description

ρ Connectedness of Researcher and Replicator pool
θ Realized social connectedness
β Probability that the Null is False
χ Reward for publishing a confirmatory replication
ν Reward for publishing a finding that rejects the Null
κ Cost of conducting replication
γ Probability of a random audit
λ Probability that Replication reveals state

Equilibrium Concept
The relevant equilibrium concept is Perfect Bayesian
Equilibrium. The separating equilibrium of interest is one
in which the Researcher matches the state of the world to
their report. The pooling equilibrium of interest is where the
Researcher misreports the state of the world when the null
hypothesis is in fact True, and accurately reports the state
of the world when the null is False. We are interested in
characterizing the pooling equilibrium in which both types
of the Researcher report that the null is False. We do not
study equilibrium in mixed strategies, since the morals are
similar to those found in the pure strategy equilibrium. In
what follows, we characterize the conditions that sustain an
equilibrium in misreporting.

Solutions
To simplify notation, we write the states of the world as
ω ∈ Ω = {T, F}, and we describe a message function m :
Ω → “Ω”. We therefore write, e.g. m(T ) = “F” to describe
the event that the researcher reports that “H0 is F” when H0

is in fact True.
We restrict our attention to parameter values for which

‘interesting’ equilibrium behaviour occurs.

Assumption 1. ν > 0, 1 > χ > κ > 0, and β < 1
2 .

This ensures that the novelty premium is non-zero, which
means that there is some positive inducement for the Reader
to misreport results rather than accurately reporting the state
of the world. Second, we have that the reward for debunking
a study is greater than the reward for a confirmatory
replication (1 > χ). Third, we have that χ > κ, so that
the cost of conducting a replication does not prevent the
occurrence of replications in equilibrium. It should be noted
that if κ is sufficiently large, no replications will ever occur.
Finally, we suppose that β < 1

2 , or, that true positive results
occur less frequently than true negative results.

First note that, when the null is in fact False, and
the novelty premium is non-zero, the Researcher has no
incentive to misreport their results.

Lemma 1. Suppose ν > 0. Then:

UResearcher(“H0 is F”|H0 is F) > URes(“H0 is T”|H0 is F)

This means that there is no pooling equilibrium in which
the Researcher misreports that the null is True, when it is in
fact False. We are interested in the pooling equilibrium in
which misreporting occurs, so it is sufficient just to consider
the Researcher’s incentives to misreport in the case where the
null is in fact True.

Replicator’s Beliefs Let βpost be the Replicator’s posterior
belief that the null is False, given the Researcher’s report. By
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Bayes’ rule, have that:

βpost =
β

β + (1− β)I{m(F ) = “F” ∧m(T ) = “F”}

Where I{m(F ) = “F” ∧m(T ) = “F”} is an indicator that
denotes the event that the Researcher chooses the messaging
strategy in which they always report that the null is False,
irrespective of the actual state of the world. In a misreporting
equilibrium, the types of the Researcher pool, and both report
that the null is False. Then the Researcher’s signal is entirely
uninformative, and the Replicator believes that the null is
False with βpost = β.

If the Researcher separates, and reports that the null
is False when and only when the null is False, then
the Researcher’s signal is completely informative, and the
Replicator believes that the null is True with certainty, given
that the Researcher tells them so.

Replicator’s Incentive-Compatibility Constraint We next
consider when the Replicator will prefer to Replicate the
paper. We show that there is a degree of social connectedness
between Replicator and Researcher above which the
Replicator will choose not to conduct a Replication.

Lemma 2. Replicator’s I-C Constraint. There is a cutpoint
type θ̃(β, χ, κ) such that, in any separating equilibrium, all
types θ ≤ θ̃(β, χ, κ) Replicate, and all types θ > θ̃(β, χ, κ)
do not Replicate.

That is, all types θ < θ̃ are sufficiently unaligned with the
Researcher that they would prefer to Replicate and debunk
the paper, rather than benefiting from the Researcher’s
success.

Researcher’s Incentive-Compatibility Constraint The
Researcher prefers to misreport when the expected payoff to
doing so is positive. Their payoff depends on whether the
Replicator will replicate their work.

Since θ ∼ Beta(ρ, 1), the event {θ ≤ θ̃(β, χ, κ)} occurs
with probability that is known to the Researcher. We have:

Pr
(
θ ≤ θ̃(β, χ, κ)

)
=

[
βχ− κ

2(1− β)
+

1

2

]ρ

Next, we characterize the circumstances under which the
Researcher prefers to pool; that is, to report that the null is
False in any state of the world. We previously established, in
Lemma 1, that there is no pooling equilibrium in which the
Researcher misreports that the null is True when it is in fact
False.

For the Researcher to prefer to misreport, we have:

Lemma 3. Researcher’s I-C Constraint. There is a
threshold ρ̃(ν, β, χ, κ) such that, if ρ > ρ̃(ν, β, χ, κ), the
Researcher prefers to misreport when the null hypothesis is
True.

In words, there is a degree of social connectivity above
which the Researcher prefers to misreport: this entails that
the degree of preference alignment between the Researcher
and Replicator pool is sufficiently large that the Researcher
will prefer to misreport and ‘take their chances’ that the
Replicator will be sufficiently socially-aligned to prefer not
to debunk the paper.

Readership’s Beliefs We suppose that a Replication is fully
informative, so that the Readership can always take the
correct action when a Replication occurs. In this case, their
posterior beliefs match the state of the world. When a
Replication does not occur, the Readership knows that this
is because the Replicator is sufficiently socially aligned with
the Researcher; but since the Replicator does not know the
state of the world, this does not convey information to the
Readership about the state of the world. In this case, the
Readership’s beliefs are equal to their prior beliefs.

Readership’s Strategy When the Replicator chooses not to
Replicate, the Readership’s posterior belief that the null is
False is β, the common-knowledge prior probability that
the null is False. In this case, since β < 1

2 , the Readership
chooses to not to Reject the null hypothesis., since doing
so minimizes their misclassification error with respect to the
state of the world.

Lemma 4. Readership’s Strategy.

β <
1

2
=⇒ E[UReader(¬F |¬R)] > E[UReader(F |¬R)]

Equilibrium
Proposition 1. Collusive and Adversarial Replication.

Suppose Assumption 1 holds. Then:
1. Collusive Equilibrium. If Replicator is sufficiently

socially connected to the Researcher, that is, when
ρ ≥ ρ̃(ν, β, χ, κ), there is a pooling PBE in which the
Researcher misreports their results, and a cutpoint
type of the Replicator θ̃(β, χ, κ) such that all
Replicators of type θ > θ̃(β, χ, κ) choose not to
Replicate. If no Replication occurs, the Readership
chooses not to reject the null hypothesis; otherwise
they accurately match their action to the state of the
world.

2. Adversarial Equilibrium. Otherwise, there is a
separating PBE in which the Researcher reports their
results accurately, all types of the Replicator replicate,
and the Readership accurately matches their belief to
the state.

When the pool of Replicators is sufficiently socially
connected on average, there is an equilibrium in collusion.
That is, the Researcher faces a Replicator pool that is
sufficiently highly aligned that they prefer to misreport. We
call this the Collusive Equilibrium, because it is one in which
Researchers and Replicators effectively collude to ensure
that bad research does not get debunked.

When socially connected Replicators opt out of Replica-
tion, this encourages misreporting, because it enables authors
to evade the possibility of seeing their papers debunked ex
post. By contrast, when the Replicator pool is sufficiently
heterogeneous, the risk of ex post review is sufficiently large
that Researchers can be dissuaded from misreporting results.

Social Welfare
Researcher and Replicator incentives matter because
research has social value. Research is a social enterprise
that aims to improve public knowledge about the world:
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misreporting causes harm to the public. We give this a
concrete interpretation in terms of benefits to the Readership.

The False Discovery Rate (FDR) The False Discovery Rate
(FDR) is a concept from the multiple testing and selective
inference literature. It describes the number of hypothesis
tests in a collection that falsely reject the null when it
is in fact True (Seeger 1968; Benjamini and Hochberg
1995, 2000; Storey 2003; Efron 2010). In our model, social
welfare has an intuitive interpretation: it is a function of the
proportion of published studies that misreport results.

Because we consider a somewhat simplified hypothesis
testing problem, we define the (field-wise, Bayesian) FDR
in the following way.

Definition 1. Field-wise, Bayesian False Discovery Rate.

FDR ≡ Pr(H0 is True |“H0 is False”,¬R)

That is, the probability that the Researcher misreports, and
their report is not debunked by the Replicator.

The first thing to note is that this is a Bayesian notion
of false discovery, given both the Researcher’s and the
Replicator’s report. This is closest to the definition provided
in Bates et al. (2023). The second is that False Discovery
Rate here is field-wise: it represents the FDR given the
actions of multiple actors. Hence it is a measure of
cumulative failures of learning. In what follows we refer to
this quantity as the FDR, though noting the differences in
context and setting from other uses of this concept.

We study the equilibrium in misreporting from proposi-
tion 1, that is, when ρ ≥ ρ̃(ν, β, χ, κ). First, we can write the
FDR as a function of model parameters, as follows:

Lemma 5. False Discovery Rate.
FDR(β, χ, κ, ρ) = (1− β)

[
1− θ̃(q, χ, κ)ρ

]
Intuitively, this is a product of two terms: the probability

that the null is true, since misreporting can only occur when
the null is true; and the probability that a Replicator is
sufficiently socially aligned with the Researcher to choose
not to Replicate. Misreporting occurs and is not debunked
when both of these events occur.

We also note that the main loss of welfare in the collusive
equilibrium occurs because the Readership no longer trusts
the conclusions of research. No belief updating occurs as
a result of publication, and the Readership maintains their
prior beliefs. Collusion reduces trust in the research process.

Expressing Social Welfare In Terms of the FDR We
now study social welfare across the two equilibria of The
Misreporting Game.

Proposition 2. Social Welfare Loss Due to Collusion.

i. There is a minimum readership size N0 such that N >
N0 implies there is net social welfare loss from moving
to the collusive equilibrium from the adversarial
equilibrium.

ii. When N > N0, the magnitude of the social welfare
loss due to collusion is increasing in the False
Discovery Rate.

Intuitively social welfare is maximized in the separating
equilibrium, in which the Researcher reports the state of the
world truthfully, and all types of Replicator replicate.

Our first observation is that, in order for the collusive
equilibrium to be harmful, there must be a sufficiently large
readership. In other words, research has to matter.

The second observation is that the False Discovery Rate is
a proxy for social welfare loss in this model. This is intuitive,
but highlights the social dimension of the FDR as a measure
of the quality of a research practice. We now turn to assessing
its comparative statics.

Comparative Statics
Since social welfare is monotonically decreasing in the FDR,
the main morals of our model can be found by analysing the
FDR.

Proposition 3. Comparative Statics.

i. The FDR is increasing in ρ (the degree of social
connectedness), and κ (the cost of replication).

ii. The FDR is decreasing in χ (the incentive to
confirm existing studies) and β (the plausibility of the
alternative hypothesis or the power of the statistical
procedure).

iii. The threshold value of ρ needed to sustain the
Collusive Equilibrium is decreasing in ν (the return
to novelty).

Social Connectedness

∂FDR(β, χ, κ, ρ)

∂ρ
> 0

Our first result is that the FDR increases as social con-
nectedness between Researchers and Replicators increases.
When social connectedness is high, Replicators can be
discouraged from conducting Replications. Improving the
heterogeneity of the academic discipline, and hence, of
the Replicator pool, improves social welfare. This helps to
ensure that replication is adversarial, rather than collusive.

Academic fields in which there is a more heterogeneous
pool of peers, and weaker connections between peers, are
likely to do a better job of advancing knowledge. Further,
this suggests that larger academic fields are less likely to
face systematic problems of misreporting: it is harder to
sustain a cultural equilibrium in which egregious errors are
not overturned. This provides a incentive-based argument for
the common claim that a variety of intellectual, and personal
backgrounds is important for encouraging fraud detection,
and for preventing the growth of collective blindspots.

Incentive To Confirm Existing Studies

∂FDR(β, χ, κ, ρ)

∂χ
< 0

We also highlight that incentives to perform confirmatory
replications are important. Replicators are more likely to
enter when there are strong career incentives to replicate
papers.
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Costs of Replication

∂FDR(β, χ, κ, ρ)

∂κ
> 0

High costs, perhaps due to poor coding practices and data
availability, discourage replications. This is intuitive, in that
the costs of replication naturally affect how desirable it is for
Replicators to conduct them. Nonetheless, we can interpret
this somewhat more broadly. First, suppose that the cost
of replication is determined by the protocols followed by
journals in publishing original research. Journals commonly
require standards for the reproducibility of papers, where
reproducibility refers to the ease with which the original
analysis and its exact conclusions are recreated by a
third-party analyst. Requiring more stringent standards for
reproducibility should lower the costs to third-parties of
replicating papers, which in turn decreases the FDR and
improves social welfare.

Plausibility of the Alternative

∂FDR(β, χ, κ, ρ)

∂β
< 0

Interpreting β as the probability that the null is in fact False,
the first-order effect on the FDR is that making a test easier to
reject reduces the need to misreport results in the first place.
If the null were always False, there would be no incentive to
misreport.

There is a subtler effect on Replicator incentives, however,
where:

∂θ̃(β, χ, κ)

∂β
< 0

Inspection of the Replicator’s Incentive-Compatibility
constraint highlights that the Replicator earns a premium
from debunking a paper equal to 1−χ

2 . It is only possible to
earn this premium, however, when the null is in fact True,
since this is the only state of the world in which misreporting
occurs. Hence, when the null is False more often, fewer
types of the Replicator find it profitable to Replicate. This
means that a smaller degree of preference alignment between
Researcher and Replicator is needed for the Replicator to
choose not to Replicate.

Relative Rewards for Novelty The returns to novelty do not
directly affect the FDR, since they do not factor into the
Replicator’s decision whether or not to Replicate the article.
However, the novelty premium does reduce the required
degree of social connectedness needed to sustain a pooling
equilibrium to begin with. We have:

∂ρ̃(ν, β, χ, κ)

∂ν
< 0

It is easier to sustain an equilibrium in misreporting when
the rewards for novelty are relatively higher: the Researcher’s
best response is less sensitive to the probability of detection.
This is intuitive, since there is a greater return to successful
fabrication by the Researcher.

Extension: Random Audits
Now we suppose that, with probability γ, the paper is
assigned to an external, unaligned Replicator, who must
Replicate the paper. This is independent of the probability
that a randomly-drawn replicator chooses to replicate the
paper.

In this setting, the probability of Replication becomes:

Pr(R|γ, θ) = γ + (1− γ)Pr(θ ≤ θ̃)

We state the conclusions of this game below, reserving
analysis to Appendix A.2.

Proposition 4. Random Audits.

Relative to the Misreporting game:
i. The threshold value ρ̃(γ) is larger, meaning that a

higher degree of social connectedness, and a minimum
novelty premium ν̃(γ) required to sustain the collusive
equilibrium.

ii. The FDR is smaller for any nonzero value of γ.
iii. The FDR is decreasing, and hence social welfare is

increasing, in γ.

The moral is that random auditing can reduce the
possibility of misreporting induced by the selective entrance
of Replicators. To counterbalance the effect of random
auditing, a higher level of discipline-wide social connectivity
is required to sustain the collusive equilibrium.

Extension: Noisy Replication
We next consider the case that, instead of revealing the state
with certainty, Replication successfully reveals the state with
probability λ. This generalizes the Misreporting Game, when
replication is perfectly informative, and λ = 1.

Proposition 5.
There exists a threshold value λ∗, such that:

i. When λ ≤ λ∗ entails that Replication is uninfor-
mative, the Readership follows its prior belief in
all circumstances, there is no social welfare loss
from collusion as the research process does not
inform the Readership’s action.

ii. When λ > λ∗, Replication informs the Reader-
ship’s action, and there is positive social welfare
loss from collusion.

iii. The equilibrium described in Proposition 1
characterizes the case where λ = 1.

We provide an analysis of this case in Appendix A.3.
Essentially, social welfare loss due to collusion can be
understood as proportional to the information that the
Readership would have received had collusion not taken
place. The more informative Replication is, the more
information is lost to collusion, and hence, the greater the
social welfare loss.

Discussion

Collusive and Adversarial Replication
In the Misreporting Game, the degree of preference
alignment between Researchers and Replicators is harmful

Prepared using sagej.cls
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to social welfare: when Replicators and Researchers have a
high degree of preference alignment, it is easier to sustain
an equilibrium in Misreporting. While this most obviously
applies to the case of outright fraud, an analogous argument
applies to any kind of undesirable academic practice that
could be identified in an ex post Replication study. For
instance, selecting on the significance of a result, p-hacking,
site selection, or model hacking could all be sustained
by similar incentive-compatibility problems as described in
the above setting (Button et al. 2013; Head et al. 2015;
Allcott 2015; Deaton and Cartwright 2018; Kuchibhotla
et al. 2022). Further, academic fraud need not be intentional:
researchers may simply interpret ambiguous signals in ways
that self-servingly cohere with their prior beliefs (Babcock
and Loewenstein 1997).

A high degree of social alignment between Researchers
and Replicators can therefore help to sustain cultural norms
that are permissive of suboptimal research practices. The
main mechanism by which this harms social welfare is a
reduction in trust in the research process: in the absence
of solid ex post replication, readers may be less willing to
endorse the conclusions of a study.

Considering the determinants of preference alignment
between members of a research community provides us with
a strong argument in favour of increasing the diversity of
academic fields, broadly construed. The extent to which a
field is numerically large, comprised of members of a wide
array of institutions, with intellectually diverse memberships,
among whom open debate and the challenging of long-held
assumptions is encouraged, can have a tangible effect on the
reliability of research, and hence, its social value.

One approach to inducing good behaviour by Researchers
is institutionalizing professional benefits to having their
results successfully replicated. Tenure review decisions
represent an important professional milestone and one of
the last formal institutional opportunities for rewards to be
conditioned on research quality: assigning greater weight to
the replicability, or external validity of a researcher’s output
at this stage could plausibly induce better research practices.

Other strategic dynamics that we have not modelled may
also be relevant to equilibrium replication behaviour. An
alternative form of collusion could involve strategic misrep-
resentation of the results of replications by Replicators: in
practice, readers may face the problem that meta-analyses
or replications are also somewhat misleading about the
state of the world. Finally, our results consider a worst-case
version of Researcher and Replicator incentives: ideally, both
Researchers and Replicators are motivated in all circum-
stances by an excessive zeal to accurately report the state of
the world.

Random Auditing: Fire-Alarm versus
Police-Patrol Replication
McCubbins and Schwartz (1984) famously contrasted fire-
alarm oversight, a decentralized system in which third
parties are incentivized to intervene on issues of importance,
with police-patrol oversight, in which centralized auditing of
legislative outputs occurs.

Currently, replication efforts in political science are
decentralized, and rely on the efforts of individuals: we could

broadly characterize the status quo as fire-alarm replication.
We have argued that this is compatible with an equilibrium
in which third parties do not replicate papers they would
otherwise replicate due to social connections, in addition to
career concerns, poor coding practices, and journal biases
against publishing replications. Moving towards police-
patrol replication, as discussed above, should improve FDR
control. Further, this argues in favour of increasing the
discipline-wide allocation of resources towards encouraging
centralized efforts at Replication.

Automated Code Tests
In technology companies engaged in software engineering, a
standard part of the workflow is to use unit and acceptance
tests to automatically assess the interoperability of code
written by individual programmers (Cheon and Leavens
2002; Runeson 2006; Winters et al. 2020). Some journals
require that analyses are reproducible by humans, but it
is possible to automate this procedure. Requiring hygienic
coding practices that can be machine-checked by online
tools prior to publication is a feasible way to improve the
reproducibility of articles. This could help to reduce the
cost of replicating articles, which we have identified as a
determinant of the FDR.

Reducing the Statistical Significance Threshold
The results in Proposition 3 bear relevantly on a recent
proposal to reduce the threshold for significance from
p ≤ .05 to p ≤ .005 (Benjamin et al. 2017). The logic
of the above argument highlights that doing so could
actually increase misreporting: requiring a higher standard
of evidence may induce Researchers to misreport more
often. A higher rate of misreporting also encourages more
Replicators to conduct replications; but Replicator entrance
is not perfectly elastic with respect to β, since it also depends
on the payoff earned from conducting a confirmatory
replication, so, the FDR increases overall. Further, reducing
the statistical significance threshold could increase the cost
of replication, which would further increase the FDR. Since
this is not the primary focus of this article, however, we
assert simply that it is insufficient to consider the statistical
implications of adjusting the conventional threshold for
significance alone: how it affects the equilibrium behaviour
of researchers, reviewers and replicators must also be
considered.

Conclusions
Designing socially-optimal incentive schemes for replication
is an important task as social science incorporates lessons
from the Replication Crisis, and from recent literature
in selective inference. We have highlighted the role of
social connectedness, and shown that it can have a malign
impact on academic standards in the publication process
if it discourages replications. We advocate in favour of
greater allocation of resources towards auditing of papers by
both institutions and journals. Moving towards police-patrol
replication should improve the reliability and social value of
research. Lowering the statistical significance threshold may
not have the intended effect on researcher incentives. Above
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all, the problem of ensuring that research is high-quality and
replicable is a problem of incentive-compatibility: proposals
to improve research and replication practices must pay
close attention to the incentives of members of the research
community.
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Appendix

A.1 Proofs of Main Results
Proof of Lemma 1

Lemma 1. Suppose ν > 0. Then:

Eθ[URes(“H0 is F”|H0 is F)] > Eθ[URes(“H0 is T”|H0 is F)]

Proof.
minURes(“H0 is F”|H0 is F) = 1 + ν

maxURes(“H0 is T”|H0 is F) = 1 =⇒
Eθ[URes(“H0 is F”|H0 is F)] >
Eθ[URes(“H0 is T”|H0 is F)

The payoff from accurately reporting the state of the
world when the null hypothesis is in fact False is larger
than that of any achievable payoff from misreporting. Hence,
misreporting only occurs when the null hypothesis is in fact
True.

Proof of Lemma 2

Lemma 2. Replicator’s I-C Constraint. There is a cutpoint
type θ̃(β, χ, κ) such that, in any separating equilibrium, all
types θ ≤ θ̃(β, χ, κ) Replicate, and all types θ > θ̃(β, χ, κ)
do not Replicate.

Proof. Suppose that the Researcher reports “H0 is F”. Then,
the Replicator’s payoff from choosing to Replicate, given
their beliefs, can be written as:

Eω[URep(R|“H0 is F”, µ)]
= (1− β)[URep(R,m(T ) = F )] + β[URep(R,m(F ) = F )]

= (1− β)[1− θ − κ] + β[χ+ θ − κ]

The Replicator’s payoff from choosing not to Replicate is
θ, irrespective of the Researcher’s choice.

Rearranging, we have that:

Eω[URep(R|“H0 is F”, µ)] ≥ Eω[URep(¬R|“H0 is F”, µ)] ⇐⇒

θ ≤ βχ− κ

2(1− β)
+

1

2

θ ≤ θ̃(β, χ, κ)

This describes the realized degree of preference alignment
required for the Replicator to prefer not to replicate the paper.

Proof of Lemma 3

Lemma 3. Researcher’s I-C Constraint. There is a
threshold ρ̃(ν, β, χ, κ) such that, if ρ ≥ ρ̃(ν, β, χ, κ), the
Researcher prefers to misreport when the null hypothesis is
true.

Proof. First, consider the cases where Pr(θ ≤ θ̃) ∈ {0, 1}.
If Pr(θ ≤ θ̃) = 0, then the Replicator never Replicates, and
the Researcher always misreports. If Pr(θ ≤ θ̃) = 1, then
the Replicator always Replicates, and the Researcher never
misreports. (This can be seen by inspecting the Replicator’s
Incentive-Compatibility Constraint.) The interesting case is

then when Pr(θ ≤ θ̃) ∈ (0, 1), in which case we have:

Eθ [m(T ) = “F”] ≥ Eθ [m(T ) = “T”]

(1 + ν)Pr[θ > θ̃(β, χ, κ)]− Pr[θ ≤ θ̃(β, χ, κ)] ≥ 1
ν

2 + ν
≥ Pr(θ ≤ θ̃)

ν

2 + ν
≥ θ̃(β, χ, κ)ρ

ρ ln θ̃(β, χ, κ) ≤ ln ν − ln(2 + ν)

Note that since θ̃(β, χ, κ) ∈ (0, 1), ln θ̃(β, χ, κ) ∈ (−∞, 0),
so we have

ρ ≥ ln ν − ln(2 + ν)

ln θ̃(β, χ, κ)

So that:

Eθ [m(T ) = “F”] ≥ Eθ [m(T ) = “T”] ⇐⇒
ρ ≥ ρ̃(ν, β, χ, κ)

As desired.

Proof of Lemma 4

Lemma 4. Readership’s Strategy.

β <
1

2
=⇒ E[UReader(¬F |¬R)] > E[UReader(F |¬R)]

Proof. Suppose the Readership plays a pure strategy
and chooses ¬F when β < 1

2 . Then their payoff is
simply (1)(1− β) + (−1)β = 1− 2β. Now, suppose that
the Readership makes an ϵ−deviation to playing ¬F with
probability 1− ϵ and F with probability ϵ. The Readership’s
payoff becomes 1− 2β + 4ϵβ − 2ϵ. But since β < 1

2 ,
we have that 2ϵ > 4ϵβ, and hence that 1− 2β + 4ϵβ −
2ϵ < 1− 2β. Hence, there is no profitable ϵ−deviation
from playing ¬F , and hence E[UReader(¬F |¬R)] >
E[UReader(F |¬R)].

Proof of Proposition 1

Proposition 1. Collusive and Adversarial Replication.

Suppose Assumption 1 holds. Then:

1. If Replicator is sufficiently socially connected to the
Researcher, that is, when ρ ≥ ρ̃(ν, β, χ, κ), there is
a pooling PBE in which the Researcher misreports
their results, and a cutpoint type of the Replicator
θ̃(β, χ, κ) such that all Replicators of type θ >
θ̃(β, χ, κ) choose not to Replicate. If no Replication
occurs, the Readership chooses not to reject the null
hypothesis; otherwise they accurately match their
action to the state of the world.

2. Otherwise, there is a separating PBE in which the
Researcher reports their results accurately, and all
types of the Replicator replicate.

Proof. This collects the results of Lemmas 1-4.
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Proof of Lemma 5

Lemma 5.
FDR(β, χ, κ, ρ) = (1− β)

[
1− θ̃(β, χ, κ)ρ

]
Proof.

FDR = Pr(H0 is True |“H0 is False”,¬R)

= Pr(H0 is True |“H0 is False”)Pr(¬R)

= (1− βpost)Pr(¬R)

= (1− β)Pr[θ > θ̃(β, χ, κ)]

= (1− β)
{
1− Pr[θ ≤ θ̃(β, χ, κ)]

}
= (1− β)

[
1− θ̃(β, χ, κ)ρ

]
Proof of Proposition 2

Proposition 2. Social Welfare Loss Due to Collusion.

i. There is a minimum readership size N0 such that N >
N0 implies there is net social welfare loss from moving
to the collusive equilibrium from the adversarial
equilibrium.

ii. When N > N0, the magnitude of the social welfare
loss due to collusion is increasing in the False
Discovery Rate.

Proof. To verify the first claim, we first find a lower bound
for the social welfare loss, and show that it is positive when
N is larger than some value N0; i.e. that total welfare is lower
in the collusive equilibrium for a large enough readership.
Denoting:

Loss ≡
∑
i

Eθ,β [Ui(s
∗
i (θ; s

∗
i(θ))|ρ < ρ̃(ν, β, χ, κ))]−

Eθ,β [Ui(s
∗
i (θ; s

∗
i(θ))|ρ ≥ ρ̃(ν, β, χ, κ))]

Which we can write in terms of the individual utilities:

Loss =
∑
i

∆Ui = ∆URes +∆URep +∆URead

Where:

∆Ui =Eθ,β [Ui(s
∗
i (θ; s

∗
i(θ))|ρ < ρ̃(ν, β, χ, κ))]−

Eθ,β [Ui(s
∗
i (θ; s

∗
i(θ))|ρ ≥ ρ̃(ν, β, χ, κ))]

Recall that ρ < ρ̃ characterizes the adversarial equilib-
rium, in which researchers do not misreport, and ρ ≥ ρ̃ the
collusive equilibrium, in which researchers do misreport.
Hence each ∆Ui is the difference between the adversarial
and the collusive equilibrium: when this is positive, welfare
for player i is greater in the adversarial equilibrium.

We compute the losses for each player individually. It is
sufficient to find lower bounds for the individual losses, since
our goal is to bound social welfare loss from below: that is,
we say that the social welfare loss is at least as great as some

quantity. For the Researcher:

∆URes = Eθ,ω[URes(m
∗(ω)|ρ < ρ̃)]−

Eθ,ω[URes(m
∗(ω)|ρ ≥ ρ̃)]

= (1− β)
{
1− Pr(θ > θ̃)(1 + ν)− Pr(θ ≤ θ̃)

}
= (1− β) + (1− β)Pr(θ ≤ θ̃)− FDR(1 + ν)

= (1− β) + [(1− β)− FDR]− FDR(1 + ν)

= 2(1− β)− FDR(2 + ν)

≥ −FDR(2 + ν)

Notice that the Researcher’s change in utility is negative,
which reflects the fact that the Researcher is better off in the
Collusive Equilibrium than the Adversarial Equilibrium. We
find a lower bound for the the Replicator’s loss from the bad
equilibrium:

∆URep = Eθ,ω [URes(R
∗(θ)|ρ < ρ̃)]− Eθ,ω [URep(R

∗(θ)|ρ ≥ ρ̃)]

=

∫ 1

0
(χ+ θ − κ) dθ

− β

∫ 1

0

(
I{θ ≤ θ̃}(χ+ θ − κ) + I{θ ≥ θ̃}θ

)
dθ

− (1− β)

∫ 1

0

[
I{θ ≤ θ̃}(1− θ − κ) + I{θ ≥ θ̃}θ

]
dθ

=

∫ 1

0
(χ+ θ − κ) dθ − β

∫ θ̃

0
(χ+ θ − κ) dθ

− (1− β)

∫ θ̃

0
(1− θ − κ) dθ −

∫ 1

θ̃
θ dθ

= β

∫ 1

0
(χ+ θ − κ) dθ + (1− β)

∫ 1

0
(χ+ θ − κ) dθ

− β

∫ θ̃

0
(χ+ θ − κ) dθ − (1− β)

∫ θ̃

0
(1− θ − κ) dθ

−
∫ 1

θ̃
θ dθ

= β

∫ 1

0
(χ+ θ − κ) dθ + (1− β)

∫ θ̃

0
(χ+ θ − κ) dθ

+ (1− β)

∫ 1

θ̃
(χ+ θ − κ) dθ − β

∫ θ̃

0
(χ+ θ − κ) dθ

− (1− β)

∫ θ̃

0
(1− θ − κ) dθ −

∫ 1

θ̃
θ dθ

= β

∫ 1

θ̃
(χ+ θ − κ) dθ − (1− β)

∫ θ̃

0
(1− χ) dθ

+ (1− β)

∫ 1

θ̃
(χ+ θ − κ) dθ −

∫ 1

θ̃
θ dθ

≥ −(1− β)

∫ θ̃

0
(1− χ) dθ −

∫ 1

θ̃
θ dθ

≥ −(1− β)
(1− χ)

2
−

1

2

So that:

∆URep ≥ −(1− β)
(1− χ)

2
− 1

2
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The Readership’s loss from collusion is:

∆URead = N
{
1− [Pr(θ ≤ θ̃) + Pr(θ > θ̃)(1− 2β)]

}
= N

{
1− Pr(θ ≤ θ̃)− Pr(θ > θ̃)(1− 2β)

}
= N

{
Pr(θ > θ̃)2β

}
= N

{
FDR

2β

1− β

}
= FDR

[
N

2β

1− β

]
A lower bound on welfare loss due to collusion is then:∑

i

∆Ui = ∆URes +∆URep +∆URead

≥ FDR

(
N

2β

1− β
− 2− ν

)
− (1− β)

(1− χ)

2
− 1

2

≡
∑
i

∆Ui

So that
∑

i ∆Ui ≥ 0 when:

FDR

(
N

2β

1− β
− 2− ν

)
− (1− β)

(1− χ)

2
− 1

2
≥ 0

N
2β

1− β
− 2− ν ≥ FDR−1

[
(1− β)

(1− χ)

2
+

1

2

]
N ≥ 1− β

2β

{
FDR−1

[
(1− β)

(1− χ)

2
+

1

2

]
+ 2 + ν

}
Note that this depends only on exogenous parameters.
Hence, define:

N0 ≡
⌈
1− β

2β

{
FDR−1

[
(1− β)

(1− χ)

2
+

1

2

]
+ 2 + ν

}⌉
Then:

N > N0 =⇒ 0 <
∑
i

∆Ui ≤
∑
i

∆Ui

N > N0 =⇒ 0 <
∑
i

∆Ui ≤ Loss

In words, when the readership is larger than the threshold
value N0, welfare in the adversarial equilibrium exceeds that
in the collusive equilibrium.

To show the second claim, first note that:

∂
∑

i ∆Ui

FDR
= N

2β

1− β
− 2− ν

And, second, that we can write N0 as, for a positive
constant α: ⌈

1− β

2β
(α+ 2 + ν)

⌉
So that N > N0 =⇒ :

∂
∑

i ∆Ui

FDR
>

2β

1− β

⌈
1− β

2β
(α+ 2 + ν)

⌉
− 2− ν > 0

Since this is the lower bound on the social welfare loss,
this entails that increasing FDR leads to increasing social
welfare loss, which is what we wanted to show.

Comparative Statics

Proposition 3.
i. The FDR is increasing in ρ (the degree of social

connectedness), and the κ (the cost of replication).
ii. The FDR is decreasing in χ (the incentive to

confirm existing studies) and β (the plausibility of the
alternative hypothesis or the power of the statistical
procedure).

iii. The threshold value of ρ needed to sustain the
Collusive Equilibrium is decreasing in ν (the return
to novelty).

Proof. The first two claims are straightforwardly verified by
taking derivatives of the FDR with respect to the relevant
parameters in the expression:

(1− β)
[
1− θ̃(β, χ, κ)ρ

]
Where, as previously:

θ̃(β, χ, κ) =
βχ− κ

2(1− β)
+

1

2

So that the FDR can be written as:

(1− β)

[
1−

(
βχ− κ

2(1− β)
+

1

2

)ρ]
For the third claim, we have:

ρ̃ =
ln ν − ln(2 + ν)

ln θ̃

Where:

ρ̃ ∝ ln(2 + ν)− ln(ν)

Taking derivatives, we have:

∂ρ̃

∂ν
=

1

2 + ν
− 1

ν

So that:

∂ρ̃

∂ν
< 0

For any ν > 0.

A.2: Random Auditing
Proposition 4.

Relative to the Misreporting game:
i. The threshold value ρ̃(γ) is larger, meaning that a

higher degree of social connectedness, and a minimum
novelty premium ν̃(γ) required to sustain the collusive
equilibrium.

ii. The FDR is smaller for any nonzero value of γ.
iii. The FDR is decreasing, and hence social welfare is

increasing, in γ.

The Researcher’s Incentive-Compatibility Constraint
under Random Auditing becomes:

Eθ,γ [m(T ) = “F”] ≥ Eθ,γ [m(T ) = “T”] ⇐⇒
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(1 + ν)(1− γ)Pr(θ > θ̃)− [γ + (1− γ)Pr(θ ≤ θ̃)] ≥ 1

(1 + ν)(1− γ)− (1 + γ)

(1 + ν)(1− γ) + (1− γ)
≥ Pr(θ ≤ θ̃)

(1 + ν)(1− γ)− (1 + γ)

(1 + ν)(1− γ) + (1− γ)
≥ θ̃ρ

First note, that since θρ ≥ 0, for this inequality to be
satisfied we need:

ν ≥ 2

(
γ

1− γ

)
≡ ν̃(γ)

Otherwise the Researcher never misreports, and there is no
equilibrium in collusion. We next suppose that this is the
case. We then have, taking logs:

ρ ln θ̃ ≤ ln[(1 + ν)(1− γ)− (1 + γ)]− ln[(1 + ν)(1− γ) + (1− γ)]

ρ ≥
ln[(1 + ν)(1− γ)− (1 + γ)]− ln[(1 + ν)(1− γ) + (1− γ)]

ln θ̃

ρ ≥ ρ̃(ν, β, χ, κ, γ)

Next we want to show that this is larger than the degree of
social connectedness required in the Misreporting Game. We
have that:

0 <
ν − 2γ − νγ

(2 + ν)− 2γ − νγ
<

ν

2 + ν

ln[ν − 2γ − νγ]− ln[(2 + ν)− 2γ − νγ] < ln ν − ln(2 + ν) < 0

ln[ν − 2γ − νγ]− ln[(2 + ν)− 2γ − νγ]

ln θ̃
>

ln ν − ln(2 + ν)

ln θ̃
> 0

ρ̃(ν, β, χ, κ, γ) > ρ̃(ν, β, χ, κ) > 0

As desired; or, in words, that the level of social
connectedness between the Researcher and the Replicator
pool required to sustain an equilibrium in misreporting is
larger under random auditing.

The FDR becomes:

(1− β)(1− γ)[1− Pr(θ ≤ θ̃)]

Which is smaller than the FDR in the previous setting, for
any γ ∈ (0, 1], and is decreasing in γ. As γ → 1, we have
FDR → 0, and as γ → 0, we have FDR(γ, β, χ, κ, ρ) ↗
FDR(β, χ, κ, ρ). Hence we have that:

∂FDR(γ, β, χ, κ, ρ)

∂γ
< 0

Or that increasing the probability of a random audit
decreases the FDR. Since we have already established that
social welfare is a decreasing function of the FDR, this
establishes that social welfare is increasing in the probability
of a random audit.

A.3: Noisy Replications
Proposition 5.

There exists a threshold value λ∗, such that:

i. When λ ≤ λ∗ entails that Replication is uninfor-
mative, the Readership follows its prior belief in
all circumstances, there is no social welfare loss
from collusion as the research process does not
inform the Readership’s action.

ii. When λ > λ∗, Replication informs the Reader-
ship’s action, and there is positive social welfare
loss from collusion.

iii. The equilibrium described in Proposition 1
characterizes the case where λ = 1.

Suppose that Replication is not perfectly informative, but
instead, when academic fraud occurs, a Replication can
detect it with probability λ.

This modification to the setup affects the incentives of
players. First, it affects Replicator incentives: more-aligned
Replicators are now more likely to Replicate, because they
are less likely to detect fraud. Second, it affects Researcher
incentives: more types of the Replicator choose to Replicate,
but are less likely to detect fraud.

Replicator’s IC Constraint The Replicator now prefers to
replicate if:

θ ≤ (1− β) [λ(1− θ − κ) + (1− λ)(χ+ θ − κ)]

θ ≤ (1− β) [λ+ (1− λ)χ] + βχ− κ

2λ(1− β)

θ ≤ 1

2
+

[
1− λ

λ
+

β

(1− β)

]
χ

2
− κ

2λ(1− β)

This expression is proportional to λ−1(χ− κ), where, by
Assumption 1, (χ− κ) > 0. Hence it is decreasing in λ,
so that θ̃(λ, β, χ, κ) > θ̃(β, χ, κ), for λ ∈ (0, 1). Intuitively,
when the probability of detecting fraud decreases, more types
of the Replicator are willing to Replicate.

Note that when λ = 1, this expression is equal to:

βχ− κ

2(1− β)
+

1

2

as above.

Researcher’s IC Constraint When λ ∈ (0, 1), the
Researcher prefers to misreport when:

Pr(θ ≤ θ̃)(1 + ν) + Pr(θ > θ̃) [(1− λ)(1 + ν)− λ] ≥ 1

Pr(θ ≤ θ̃) ≤ ν

λ(2 + ν)

Note that when λ = 1, this is the same result in the
previous model. The expression on the right-hand side is
decreasing in λ, so that, in general, the Researcher is more
willing to misreport when Replication is less likely to reveal
information about the state of the world.

The minimum value of ρ̃(λ) needed to sustain the
Collusive Equilibrium then becomes:

ρ̃(λ) ≥ ln ν − lnλ(2 + ν)

ln θ̃(λ, β, χ, κ)

Note that the numerator decreases slower than linearly in
λ, while the denominator decreases faster than linearly in λ,
so that ρ̃(λ) is increasing in λ. This means that ρ̃(λ) ↗ ρ̃ as
λ ↗ 1.

Substantively, as Replication becomes less informative, a
smaller degree of social connectedness is needed to sustain
the equilibrium in misreporting. This is intuitive, as it entails
that the less effective auditing is, the less incentive-alignment
is needed between the Researcher and the Replicator to
sustain an equilibrium in collusion. It is easier to ‘get away’
with bad research practices.
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Reader’s Beliefs Next, by Bayes’ rule, we can state
the probability that the null hypothesis is False given a
Replication that reports that the null is False:

Pr(H0 is F|R = F ) =
Pr(R = F |H0 is F)Pr(H0 is F)

Pr(R = F )

=
λβ

λβ + (1− λ)(1− β)

= β∗

Note that λ > 1
2 =⇒ β∗ > β, so that updating in the

correct direction occurs. It then suffices to study the case
where λ ∈ ( 12 , 1).

By Lemma 4, we know that β = 1
2 is the posterior

belief threshold that induces the Readership to endorse the
conclusion that the null is false (to take the action congruent
with the state of the world).

There is a threshold level of precision of Replication,
λ∗, such that λ > λ∗ implies that the Readership would
prefer to follow the advice of the Replicator, rather than
follow their prior beliefs. In particular, this is the degree of
belief updating required, given some actual prior value β,
to induce the Readership to take a different action given the
Replicator’s report.

We can solve for this value as follows. Let β = 1
2 − c, for

some constant c ∈
(
0, 1

2

)
. (Recall that we supposed β < 1

2
in Assumption 1, to ensure that the default action taken by
the Readership was not to believe the Researcher’s report.)

Next note that, by Lemma 4, the Researcher endorses
the conclusion that the null is False when Pr(H0 is F |R =
F ) > 1

2 . We can write the Readership’s posterior as follows,
and solve for λ∗ in terms of c:

Pr(H0 is F |R = F ) =
λ( 12 − c)

λ( 12 − c) + (1− λ)( 12 + c)

Pr(H0 is F |R = F ) >
1

2
⇐⇒

1

2
<

λ∗( 12 − c)

λ∗
(
1
2 − c

)
+ (1− λ∗)

(
1
2 + c

)
2λ∗

(
1

2
− c

)
> λ∗

(
1

2
− c

)
+ (1− λ∗)

(
1

2
+ c

)
λ∗

(
1

2
− c

)
> (1− λ∗)

(
1

2
+ c

)
λ∗ >

1 + 4c

2 + 2c

Note that when c = 0, β = 1
2 , and any λ > 1

2 is sufficient
to induce the Readership to take the correct action.

Note that for λ < λ∗, the Readership would prefer to
follow their prior beliefs about the state.

Intuitively, this entails that the Readership prefers to
follow the advice of the Replicator only when Replication
is sufficiently accurate.

Social Welfare We now have two cases to study.
First, when λ < λ∗, the Readership simply follows its

prior, no matter what the Replicator does, in which case
they earn N {(1)(1− β)− 1(β)} = N(1− 2β). Reader-
ship welfare does not differ across equilibria, in this instance,
since Replication does not inform the Readership’s action.

When λ > λ∗, the Readership’s welfare loss from
collusion becomes:

∆URead|λ > λ∗ = N
{
(2λ− 1)− Pr(θ ≤ θ̃)[2λ− 1]

− Pr(θ > θ̃)[1− 2β]
}

= N
{
[1− Pr(θ ≤ θ̃)][2λ− 1]

− Pr(θ > θ̃)[1− 2β]
}

= N
{
[1− Pr(θ ≤ θ̃)][2λ+ 2β − 2]

}
As shown above, Pr(θ ≤ θ̃) is decreasing in λ, which

entails that Readership welfare from moving to the
adversarial equilibrium is increasing in λ, given that λ > λ∗.

That is, we can rank the equilibria by the degree of
information revelation that occurs in each: Readership
welfare (and hence social welfare) in any Collusive
Equilibrium is increasing in the informativeness of
Replication. The Adversarial Equilibrium, which induces
maximum information revelation for any given level of λ,
maximizes social welfare.

To summarize: when Replication is not perfectly
informative, there is a threshold value of λ, λ∗, such that
λ < λ∗ entails that no learning about the state occurs in
equilibrium, the Research process is uninformative, and
there is no harm to social welfare caused from collusion
between Researcher and Replicator (since Replication is
insufficiently informative to aid the Replicator in making
a decision about the state of the world). Otherwise, when
Replication is sufficiently informative, there is social loss
from the Collusive Equilibrium that is increasing in the
informativeness of Replication. As Replication becomes
more informative, the Readership loses out to a greater extent
by Replicators’ failures to hold Researchers accountable.
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